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# Sorting Algorithms

## 1. QuickSort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**: (due to recursive calls)
* **Stability**: Not stable
* **Adaptability**: Efficient for large datasets and generally faster than other algorithms due to good cache performance.
* **Ease of Implementation**: Moderate

**Algorithm Steps**:

1. **Choose Pivot**: Select an element from the array as the pivot.
2. **Partition**: Rearrange the array so that elements less than the pivot are on the left, and elements greater are on the right.
3. **Recursion**: Recursively apply the above steps to the subarrays on the left and right of the pivot.
4. **Combine**: No explicit combining step as the array is sorted in place.

**Example**:

1. **Initial Array**: [9, 3, 7, 5, 6, 4, 8, 2]
2. **Choose Pivot**: Select 2 as the pivot.
3. **Partition**:
   * Result: [2, 3, 7, 5, 6, 4, 8, 9] (elements smaller than 2 are on the left, larger on the right)
4. **Subarrays**: Left [] (empty), Right [3, 7, 5, 6, 4, 8, 9]
5. **Recursion**: Apply QuickSort to [3, 7, 5, 6, 4, 8, 9]
6. **Final Sorted Array**: [2, 3, 4, 5, 6, 7, 8, 9]

**Sample Python Code**:

**def quicksort(arr):**

**if len(arr) <= 1:**

**return arr**

**pivot = arr[len(arr) // 2]**

**left = [x for x in arr if x < pivot]**

**middle = [x for x in arr if x == pivot]**

**right = [x for x in arr if x > pivot]**

**return quicksort(left) + middle + quicksort(right)**

**# Example usage**

**arr = [9, 3, 7, 5, 6, 4, 8, 2]**

**print(quicksort(arr))**

## 2. MergeSort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**: (additional space for merging)
* **Stability**: Stable
* **Adaptability**: Works well with linked lists and external sorting.
* **Ease of Implementation**: Moderate

**Algorithm Steps**:

1. **Split**: Divide the array into two halves.
2. **Recursion**: Recursively split each half until each subarray contains a single element.
3. **Merge**: Combine the sorted subarrays into a single sorted array.

**Example**:

1. **Initial Array**: [9, 3, 7, 5, 6, 4, 8, 2]
2. **Split**: Divide into [9, 3, 7, 5] and [6, 4, 8, 2]
3. **Recursion**: Split further until single elements: [9], [3], [7], [5], [6], [4], [8], [2]
4. **Merge**:
   * Merge pairs: [3, 9], [5, 7], [4, 6], [2, 8]
   * Continue merging: [3, 5, 7, 9] and [2, 4, 6, 8]
5. **Final Merge**: Combine into [2, 3, 4, 5, 6, 7, 8, 9]

**Sample Python Code**:

**def merge\_sort(arr):**

**if len(arr) <= 1:**

**return arr**

**mid = len(arr) // 2**

**left = merge\_sort(arr[:mid])**

**right = merge\_sort(arr[mid:])**

**return merge(left, right)**

**def merge(left, right):**

**result = []**

**i = j = 0**

**while i < len(left) and j < len(right):**

**if left[i] < right[j]:**

**result.append(left[i])**

**i += 1**

**else:**

**result.append(right[j])**

**j += 1**

**result.extend(left[i:])**

**result.extend(right[j:])**

**return result**

**# Example usage**

**arr = [9, 3, 7, 5, 6, 4, 8, 2]**

**print(merge\_sort(arr))**

## 3. HeapSort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**: (in-place)
* **Stability**: Not stable
* **Adaptability**: Useful for applications needing worst-case guarantees.
* **Ease of Implementation**: Moderate to difficult

**Algorithm Steps**:

1. **Build Heap**: Create a max heap from the array.
2. **Heapify**: Adjust the heap to maintain the heap property.
3. **Extract Max**: Swap the root with the last element, reduce heap size, and heapify.
4. **Repeat**: Continue extracting max and heapifying until the array is sorted.

**Example**:

1. **Initial Array**: [9, 3, 7, 5, 6, 4, 8, 2]
2. **Build Heap**: Create a max heap.
3. **Heapify**: Adjust to maintain heap property.
4. **Extract Max**: Swap root with last element, resulting in [2, 3, 4, 5, 6, 7, 8, 9]
5. **Repeat**: Continue until the array is sorted.
6. **Final Sorted Array**: [2, 3, 4, 5, 6, 7, 8, 9]

**Sample Python Code**:

**def heapify(arr, n, i):**

**largest = i**

**l = 2 \* i + 1**

**r = 2 \* i + 2**

**if l < n and arr[l] > arr[largest]:**

**largest = l**

**if r < n and arr[r] > arr[largest]:**

**largest = r**

**if largest != i:**

**arr[i], arr[largest] = arr[largest], arr[i]**

**heapify(arr, n, largest)**

**def heap\_sort(arr):**

**n = len(arr)**

**for i in range(n // 2 - 1, -1, -1):**

**heapify(arr, n, i)**

**for i in range(n - 1, 0, -1):**

**arr[i], arr[0] = arr[0], arr[i]**

**heapify(arr, i, 0)**

**# Example usage**

**arr = [9, 3, 7, 5, 6, 4, 8, 2]**

**heap\_sort(arr)**

**print(arr)**

## 4. Insertion Sort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**:
* **Stability**: Stable
* **Adaptability**: Efficient for small or nearly sorted datasets.
* **Ease of Implementation**: Easy

**Algorithm Steps**:

1. **Start**: Begin with the second element.
2. **Compare and Insert**: Compare the element with the previous elements and insert it in the correct position.
3. **Repeat**: Continue for all elements.

**Example**:

1. **Initial Array**: [9, 3, 7, 5, 6, 4, 8, 2]
2. **First Pass**: Insert 3 before 9 resulting in [3, 9, 7, 5, 6, 4, 8, 2]
3. **Next Pass**: Insert 7 into [3, 7, 9, 5, 6, 4, 8, 2]
4. **Continue**: Insert 5, 6, 4, 8, and 2 into their correct positions.
5. **Final Sorted Array**: [2, 3, 4, 5, 6, 7, 8, 9]

**Sample Python Code**:

**def insertion\_sort(arr):**

**for i in range(1, len(arr)):**

**key = arr[i]**

**j = i - 1**

**while j >= 0 and key < arr[j]:**

**arr[j + 1] = arr[j]**

**j -= 1**

**arr[j + 1] = key**

**# Example usage**

**arr = [9, 3, 7, 5, 6, 4, 8, 2]**

**insertion\_sort(arr)**

**print(arr)**

## 5. Selection Sort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**:
* **Stability**: Not stable
* **Adaptability**: Not adaptive
* **Ease of Implementation**: Easy

**Algorithm Steps**:

1. **Find Minimum**: Find the smallest element in the unsorted portion of the array.
2. **Swap**: Swap it with the first unsorted element.
3. **Repeat**: Move the boundary of the sorted portion one element to the right and repeat.

**Example**:

1. **Initial Array**: [9, 3, 7, 5, 6, 4, 8, 2]
2. **First Pass**: Find 2 and swap with 9 resulting in [2, 3, 7, 5, 6, 4, 8, 9]
3. **Next Pass**: Find 3 and swap with 3 (no change needed here).
4. **Continue**: Repeat for the rest of the array.
5. **Final Sorted Array**: [2, 3, 4, 5, 6, 7, 8, 9]

**Sample Python Code**:

**def selection\_sort(arr):**

**for i in range(len(arr)):**

**min\_idx = i**

**for j in range(i + 1, len(arr)):**

**if arr[j] < arr[min\_idx]:**

**min\_idx = j**

**arr[i], arr[min\_idx] = arr[min\_idx], arr[i]**

**# Example usage**

**arr = [9, 3, 7, 5, 6, 4, 8, 2]**

**selection\_sort(arr)**

**print(arr)**

## 6. Bubble Sort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**:
* **Stability**: Stable
* **Adaptability**: Adaptive if optimized to stop early if no swaps occur.
* **Ease of Implementation**: Easy

**Algorithm Steps**:

1. **Compare Adjacent Elements**: Compare each pair of adjacent elements.
2. **Swap**: Swap if the elements are in the wrong order.
3. **Repeat**: Continue until no swaps are needed in a pass.

**Example**:

1. **Initial Array**: [9, 3, 7, 5, 6, 4, 8, 2]
2. **First Pass**: Swap adjacent elements resulting in [3, 7, 5, 6, 4, 8, 2, 9]
3. **Next Pass**: Continue swapping for remaining elements.
4. **Continue**: Repeat until no swaps are needed.
5. **Final Sorted Array**: [2, 3, 4, 5, 6, 7, 8, 9]

**Sample Python Code**:

**def bubble\_sort(arr):**

**n = len(arr)**

**for i in range(n):**

**swapped = False**

**for j in range(0, n-i-1):**

**if arr[j] > arr[j + 1]:**

**arr[j], arr[j + 1] = arr[j + 1], arr[j]**

**swapped = True**

**if not swapped:**

**break**

**# Example usage**

**arr = [9, 3, 7, 5, 6, 4, 8, 2]**

**bubble\_sort(arr)**

**print(arr)**

## 7. Shell Sort

* **Time Complexity**:
  + Best: (depends on the gap sequence)
  + Average: (depends on the gap sequence)
  + Worst:
* **Space Complexity**:
* **Stability**: Not stable
* **Adaptability**: Adaptive with the right gap sequence.
* **Ease of Implementation**: Moderate

**Algorithm Steps**:

1. **Gap Sequence**: Start with a large gap and reduce it.
2. **Sort Subarrays**: Perform insertion sort for elements separated by the gap.
3. **Reduce Gap**: Continue until the gap is 1 and perform a final insertion sort.

**Example**:

1. **Initial Array**: [9, 3, 7, 5, 6, 4, 8, 2]
2. **Gap Sequence**: Start with gap 4.
3. **Sort with Gap**: Perform insertion sort for elements with gap 4, resulting in [5, 3, 4, 2, 6, 7, 8, 9]
4. **Reduce Gap**: Use gap 2 and sort, resulting in [2, 3, 4, 5, 6, 7, 8, 9]
5. **Final Pass**: With gap 1, perform final insertion sort.
6. **Final Sorted Array**: [2, 3, 4, 5, 6, 7, 8, 9]

**Sample Python Code**:

**def shell\_sort(arr):**

**n = len(arr)**

**gap = n // 2**

**while gap > 0:**

**for i in range(gap, n):**

**temp = arr[i]**

**j = i**

**while j >= gap and arr[j - gap] > temp:**

**arr[j] = arr[j - gap]**

**j -= gap**

**arr[j] = temp**

**gap //= 2**

**# Example usage**

**arr = [9, 3, 7, 5, 6, 4, 8, 2]**

**shell\_sort(arr)**

**print(arr)**

## 8. Radix Sort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**:
* **Stability**: Stable
* **Adaptability**: Efficient for sorting integers or strings.
* **Ease of Implementation**: Moderate to difficult

**Algorithm Steps**:

1. **Find Maximum**: Determine the maximum number to know the number of digits.
2. **Digit Extraction**: Sort numbers based on each digit (starting from the least significant digit).
3. **Use Counting Sort**: For each digit, use counting sort to sort the elements.

**Example**:

1. **Initial Array**: [170, 45, 75, 90, 802, 24, 2, 66]
2. **Sort by Least Significant Digit**: [170, 90, 802, 45, 75, 24, 2, 66]
3. **Next Pass**: Sort by the next digit, resulting in [802, 66, 24, 45, 75, 170, 90, 2]
4. **Continue**: Final sorting by most significant digit if needed.
5. **Final Sorted Array**: [2, 24, 45, 66, 75, 90, 170, 802]

**Sample Python Code**:

**def counting\_sort(arr, exp):**

**n = len(arr)**

**output = [0] \* n**

**count = [0] \* 10**

**for i in range(n):**

**index = arr[i] // exp**

**count[index % 10] += 1**

**for i in range(1, 10):**

**count[i] += count[i - 1]**

**i = n - 1**

**while i >= 0:**

**index = arr[i] // exp**

**output[count[index % 10] - 1] = arr[i]**

**count[index % 10] -= 1**

**i -= 1**

**for i in range(n):**

**arr[i] = output[i]**

**def radix\_sort(arr):**

**max\_num = max(arr)**

**exp = 1**

**while max\_num // exp > 0:**

**counting\_sort(arr, exp)**

**exp \*= 10**

**# Example usage**

**arr = [170, 45, 75, 90, 802, 24, 2, 66]**

**radix\_sort(arr)**

**print(arr)**

## 9. Counting Sort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst:
* **Space Complexity**:
* **Stability**: Stable
* **Adaptability**: Efficient for small range of integers.
* **Ease of Implementation**: Moderate

**Algorithm Steps**:

1. **Find Range**: Determine the range of the input values.
2. **Count Elements**: Count occurrences of each value.
3. **Accumulate Counts**: Compute cumulative counts.
4. **Sort**: Place each element in its sorted position.

**Example**:

1. **Initial Array**: [4, 2, 2, 8, 3, 3, 1]
2. **Count Elements**: Count [0, 1, 2, 2, 4, 8]
3. **Accumulate**: Compute cumulative counts.
4. **Sort**: Place elements [1, 2, 2, 3, 3, 4, 8]

**Sample Python Code**:

**def counting\_sort(arr):**

**max\_val = max(arr)**

**min\_val = min(arr)**

**range\_of\_elements = max\_val - min\_val + 1**

**count = [0] \* range\_of\_elements**

**output = [0] \* len(arr)**

**for num in arr:**

**count[num - min\_val] += 1**

**for i in range(1, len(count)):**

**count[i] += count[i - 1]**

**for num in reversed(arr):**

**output[count[num - min\_val] - 1] = num**

**count[num - min\_val] -= 1**

**for i in range(len(arr)):**

**arr[i] = output[i]**

**# Example usage**

**arr = [4, 2, 2, 8, 3, 3, 1]**

**counting\_sort(arr)**

**print(arr)**

## 10. Bucket Sort

* **Time Complexity**:
  + Best:
  + Average:
  + Worst: (if each bucket has to be sorted using another sorting algorithm)
* **Space Complexity**:
* **Stability**: Stable (if the internal sorting algorithm is stable)
* **Adaptability**: Efficient for uniformly distributed data.
* **Ease of Implementation**: Moderate to difficult

**Algorithm Steps**:

1. **Create Buckets**: Divide the range of data into buckets.
2. **Distribute**: Place elements into appropriate buckets.
3. **Sort Buckets**: Sort each bucket individually.
4. **Concatenate**: Combine sorted buckets into a single array.

**Example**:

1. **Initial Array**: [0.78, 0.17, 0.39, 0.26, 0.72]
2. **Create Buckets**: Create buckets for ranges [0-0.2, 0.2-0.4, 0.4-0.6, 0.6-0.8, 0.8-1.0].
3. **Distribute**: [0.17], [0.26, 0.39], [0.72], [0.78]
4. **Sort Buckets**: Sort buckets individually.
5. **Concatenate**: Combine into [0.17, 0.26, 0.39, 0.72, 0.78]

**Sample Python Code**:

**def bucket\_sort(arr):**

**if len(arr) == 0:**

**return arr**

**max\_val = max(arr)**

**min\_val = min(arr)**

**bucket\_count = int(max\_val - min\_val) + 1**

**buckets = [[] for \_ in range(bucket\_count)]**

**for num in arr:**

**index = int((num - min\_val) \* bucket\_count)**

**buckets[index].append(num)**

**sorted\_arr = []**

**for bucket in buckets:**

**sorted\_arr.extend(sorted(bucket))**

**return sorted\_arr**

**# Example usage**

**arr = [0.78, 0.17, 0.39, 0.26, 0.72]**

**print(bucket\_sort(arr))**

## Summary Table:

Summary Table with Detailed Steps and Examples for Sorting Algorithms

| **Sorting Algorithm** | **Algorithm Steps** | **Example** |
| --- | --- | --- |
| QuickSort | 1. Choose a pivot element. 2. Partition the array into two sub-arrays, one with elements smaller than the pivot and one with elements larger. 3. Recursively apply QuickSort to the sub-arrays. 4. Combine the sub-arrays to form the sorted array. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] Pivot: 6 Partitioned: [3, 5, 4, 2] (left), [9, 7, 8] (right) Final: [2, 3, 4, 5, 6, 7, 8, 9] |
| MergeSort | 1. Divide the array into two halves. 2. Recursively sort each half. 3. Merge the sorted halves back together. 4. Continue until the entire array is merged and sorted. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] Divided: [9, 3, 7, 5], [6, 4, 8, 2] Merged: [3, 5, 7, 9], [2, 4, 6, 8] Final: [2, 3, 4, 5, 6, 7, 8, 9] |
| HeapSort | 1. Build a max heap from the array. 2. Swap the root of the heap with the last element. 3. Reduce the heap size and heapify the root. 4. Repeat until all elements are sorted. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] Heapified: [9, 8, 7, 5, 6, 4, 3, 2] Sorted: [2, 3, 4, 5, 6, 7, 8, 9] |
| Insertion Sort | 1. Start from the second element. 2. Compare it with elements before it and insert it into the correct position. 3. Move to the next element and repeat until the array is sorted. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] First Pass: Insert 3 before 9, resulting in [3, 9, 7, 5, 6, 4, 8, 2] Continue: Insert 7, then 5, 6, 4, 8, and finally 2 Final: [2, 3, 4, 5, 6, 7, 8, 9] |
| Selection Sort | 1. Find the smallest element in the array. 2. Swap it with the first element. 3. Find the next smallest element and swap with the second element. 4. Repeat until the entire array is sorted. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] First Pass: Swap 2 with 9, resulting in [2, 3, 7, 5, 6, 4, 8, 9] Next Pass: Swap 3 with 3 Continue: Continue swapping elements until sorted. Final: [2, 3, 4, 5, 6, 7, 8, 9] |
| Bubble Sort | 1. Compare each pair of adjacent elements. 2. Swap them if they are in the wrong order. 3. Repeat until no more swaps are needed. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] First Pass: Swap 9 and 3, 9 and 7, 9 and 5, 9 and 6, 9 and 4, 9 and 8, resulting in [3, 7, 5, 6, 4, 8, 2, 9] Continue: Repeat until no swaps are needed. Final: [2, 3, 4, 5, 6, 7, 8, 9] |
| Shell Sort | 1. Start with a large gap between elements. 2. Perform a gapped insertion sort. 3. Reduce the gap and repeat until the gap is 1. 4. Perform a final insertion sort. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] Gap Sequence: Start with gap 4. Sort with Gap: Compare and insert elements with gap. Reduce Gap: Continue with smaller gaps. Final: [2, 3, 4, 5, 6, 7, 8, 9] |
| Radix Sort | 1. Sort the numbers by the least significant digit. 2. Move to the next digit and sort. 3. Repeat until all digits are sorted. | Initial: [170, 45, 75, 90, 802, 24, 2, 66] Sort by LSD: [170, 802, 2, 24, 45, 75, 90, 66] Next Pass: [2, 24, 45, 66, 75, 90, 170, 802] Final: [2, 24, 45, 66, 75, 90, 170, 802] |
| Counting Sort | 1. Count the occurrences of each element. 2. Compute the cumulative count. 3. Place each element in the correct position based on the count. | Initial: [4, 2, 2, 8, 3, 3, 1] Count Elements: [1, 2, 2, 3, 3, 4, 8] Place Elements: [1, 2, 2, 3, 3, 4, 8] Final: [1, 2, 2, 3, 3, 4, 8] |
| Timsort | 1. Identify small already sorted sections (runs). 2. Use insertion sort on small runs. 3. Merge the sorted runs using merge sort. 4. Repeat until the entire array is sorted. | Initial: [9, 3, 7, 5, 6, 4, 8, 2] Identify Runs: [9, 3, 7], [5, 6], [4, 8, 2] Sort and Merge Runs: [3, 7, 9], [2, 4, 6, 8] Final: [2, 3, 4, 5, 6, 7, 8, 9] |

Here’s a summary table that includes 10 sorting algorithms, highlighting key characteristics for quick reference:

| **Sorting Algorithm** | **Time Complexity (Best)** | **Time Complexity (Average)** | **Time Complexity (Worst)** | **Space Complexity** | **Stability** | **Adaptability** | **Ease of Implementation** |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **QuickSort** |  |  |  |  | No | Efficient for large datasets | Moderate |
| **MergeSort** |  |  |  |  | Yes | Good for linked lists and external sorting | Moderate |
| **HeapSort** |  |  |  |  | No | Useful for applications needing worst-case guarantees | Moderate to Difficult |
| **Insertion Sort** |  |  |  |  | Yes | Efficient for small or nearly sorted datasets | Easy |
| **Selection Sort** |  |  |  |  | No | Simple, not suitable for large datasets | Easy |
| **Bubble Sort** |  |  |  |  | Yes | Suitable for small or nearly sorted datasets | Easy |
| **Shell Sort** |  |  |  |  | No | Efficient for larger datasets compared to Insertion Sort | Moderate |
| **Radix Sort** |  |  |  |  | Yes | Works well for integers or strings with fixed range | Moderate to Difficult |
| **Counting Sort** |  |  |  |  | Yes | Efficient for sorting integers within a fixed, small range | Easy to Moderate |
| **Timsort** |  |  |  |  | Yes | Adaptable and efficient for real-world data | Difficult (but available in standard libraries) |

* **Sorting Algorithm**: The name of the sorting algorithm.
* **Time Complexity (Best/Average/Worst)**: Describes how the algorithm performs in different scenarios (best, average, worst cases).
* **Space Complexity**: Indicates the additional memory required by the algorithm.
* **Stability**: Whether the algorithm maintains the relative order of equal elements.
* **Adaptability**: Describes the conditions where the algorithm performs well.
* **Ease of Implementation**: A subjective measure of how difficult the algorithm is to implement.

## Best Sorting Algorithm:

The “best” sorting algorithm can vary depending on the context and specific requirements of the task at hand. Here’s a breakdown of which algorithm might be considered the best in different scenarios:

1. **For Small or Nearly Sorted Datasets**:
   * **Insertion Sort**: Efficient for small datasets or nearly sorted data due to its low overhead. It has a best-case time complexity of (O(n)) when the array is already sorted.
2. **For Large Datasets**:
   * **QuickSort**: Often preferred for large datasets due to its average-case time complexity of . It’s generally faster in practice compared to other algorithms due to good cache performance. However, its worst-case time complexity is (O(n^2)), though this can be mitigated with random pivots or hybrid approaches.
3. **For Stability**:
   * **MergeSort**: Stable and provides time complexity in the worst case, making it suitable when stability is required (i.e., when equal elements should retain their original order). It is also efficient for linked lists and external sorting.
4. **For Memory Efficiency**:
   * **HeapSort**: Provides time complexity and sorts in-place, making it efficient in terms of memory usage. It is not stable, but it is useful when you need guaranteed worst-case performance and limited additional space.
5. **For Special Cases**:
   * **Radix Sort**: Can be extremely efficient for sorting integers or strings with a fixed range, with a time complexity of (O(d(n + k))) where (d) is the number of digits and (k) is the range of digits. It is not a comparison-based sort and can outperform algorithms for certain datasets.
   * **Counting Sort**: Efficient for integers within a small range with a time complexity of (O(n + k)), but not suitable for large ranges or non-integer data.
6. **For Real-World Data**:
   * **Timsort**: A hybrid sorting algorithm used in Python and Java. It combines MergeSort and Insertion Sort to efficiently handle real-world data. It is stable and adaptive, making it a strong choice for general-purpose sorting.

**Summary:**

* **General Purpose:** **QuickSort** (for average-case speed), **Timsort** (for real-world applications and stability).
* **Stable Sorting:** **MergeSort**, **Timsort**.
* **Memory Efficient:** **HeapSort**.
* **Special Cases:** **Radix Sort**, **Counting Sort**.

In practice, choosing the best sorting algorithm depends on the specific requirements such as stability, memory constraints, and the nature of the dataset.